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Abstract— Establishing accurate anatomical correspondences
plays a critical role in multi-modal medical image registration
and region detection. Although many features based registra-
tion methods have been proposed to detect these correspon-
dences, they are mostly based on the point descriptor which
leads to high memory cost and could not represent local region
information. In this paper, we propose a new region descriptor
which depicts the features in each region, instead of in each
point, as a vector. First, feature attributes of each point are
extracted by a Gabor filter bank combined with a gradient
filter. Then, the region descriptor is defined as the covariance
of feature attributes of each point inside the region, based on
which a cost function is constructed for multi-modal image
registration. Finally, our proposed region descriptor is applied
to both multi-modal region detection and similarity metric
measurement in multi-modal image registration. Experiments
demonstrate the feasibility and effectiveness of our proposed
region descriptor.

I. INTRODUCTION

Feature extraction builds an important step in medical
image registration, especially in multi-modal registration and
region detection [1]. Extracted features of an efficient algo-
rithm should be robust, discriminative, and easy to compute.

Image statistics such as intensity and edge information are
the simplest choice to extract image features, and therefore
are widely used in single-modal medical image registration
[2], [3]. However, such features are not suitable for multi-
modal images due to the significant intensity differences
corresponding to the same anatomical structure in differ-
ent modality images. In multi-modal image registration,
a common approach is to extract geometrical feature at-
tributes by filters [4], [5], [6] to obtain invariant properties
of geometrical information. Elbakary and Sundareshan [4]
introduced a bank of two-dimensional (2D) Gabor filters
which cover the entire frequency space to register MR and
CT images. Ou et al. [5] first extended the Gabor filters to
3D filters by extracting a rich set of multi-scale and multi-
orientation Gabor attributes at each voxel, and then they
used the iterative backward elimination (BE) and forward
inclusion (FI) strategy to select optimal attributes in MR
and histological image registration. Liao and Chung [6]
proposed symmetric alpha stable filters to extract features in
each point for non-rigid brain MR multi-modal registration.
However, most existing algorithms in both single-modal and
multi-modal image registration focus on describing feature
attributes of each point, which requires large memory. In
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addition, the features in each point is often correlated with
those of its neighbors, whereas these point-based features do
not take into account the local region information and thus
are difficult to apply to multi-modal medical image detection
or region detection based processing [7], [8].

To address the limitations of point-based features and
inspired by the region covariance [9] in visual tracking, we
propose in this paper a new region descriptor for multi-
modal medical image detection and similarity metric mea-
surement in multi-modal medical image registration. We first
combine multi-scale and multi-orientation Gabor attributes
with gradient attributes to extract feature attributes of each
point in different modalities. Then, the region descriptor is
constructed as the covariance of feature attributes in each
point inside this region. The dimensionality of this region
based feature descriptor is much smaller than that of the point
based feature descriptor and thus memory cost is reduced.
Experiments on similarity metric measurement on CT and
MR images indicate the feasibility of our region descriptor
in multi-modal image registration, while experiments on
region detection show the effectiveness and robustness of
our region descriptor in multi-modal image detection. In
Section II, feature extraction inside a region is presented.
The region descriptor construction is described in Section III.
Experimental results and discussion are given in Section IV,
followed by conclusion in Section V.

II. EXTRACTION OF REGION FEATURE
ATTRIBUTES

Similar to the point based attribute construction in many
image registration methods [3], [4], [5], [6], our region
attributes should include the geometric information in this
region. In our paper, Gabor filter bank and gradient filter
are combined to capture the geometrical information reflect-
ing the underlying geometric characteristics in anatomical
images. Here, Gabor attributes are chosen to represent the
region attributes in multi-modal images due to two reasons.
First, the frequency and orientation representation of Gabor
filters have been found to be particularly appropriate for
the texture representation and discrimination in both single-
modal and multi-modal image processing [5], because the
high frequency information keeps the same corresponding to
the same structures in two different modalities. Second, the
Gabor filters are invariant to illumination, rotation, scale and
translation.

Gabor Filter is evolved from Gaussian filters. A 2-D Gabor
filter is a Gaussian kernel function modulated by a complex
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sinusoidal plane wave and can be defined as

G(x,y) = Leap(— 242" eap(2mifa' + 1)

2/ = xcosf + ysinb (D

y' = —xsinf + ycos b
where f indicates the frequency of the sinusoidal plane wave,
0 represents the orientation of the Gabor function, 1) denotes
the offset, o is the standard deviation of the Gaussian kernel,
and [ is the spatial ratio of the Gabor function. The parame-
ter o reflects the scale of the Gabor filter bank. If ¢ is small,
high frequency information of an image will be extracted.
The higher the orientation parameter 6 is, the clearer the
extracted texture is. We have observed from experiments that
texture information will be well obtained when € is more
than 8. By taking use of Gabor filters of different scales and
different orientations, the texture and geometric information
of an image can be well extracted. Meanwhile, to reflect
the edge information, our region attributes also include the
gradient information which is represented by the norm of
the first and second order derivatives of the intensities with
respect to z and y. In current study, the scale number and
the orientation number is respectively chosen as 5 and 8
for the Gabor filter bank, therefore, for a chosen region
of size | x k, the attribute in each point is represented by
a 44 dimensional vector including 40 dimensional Gabor
attributes and 4 dimensional gradient attributes.

III. CONSTRUCTION OF A REGION DESCRIPTOR

Based on the region feature attributes extraction, for a 2D
image, a feature attribute image of size w x h xn is obtained,
with n indicating the number of feature attributes in each
point (in our experiment n is 44) and w x h denoting the
size of the original image. For a given region P of size
l x k in the original image, the region feature attributes
can be represented as {e; };—1.. m, Where e; is the attribute
vector (44 dimension in our study) in each point inside this
region, and m indicates the point number of the region. Then
the descriptor of the region P can be constructed by the
covariance matrix of the region feature attributes and can be
expressed as

m
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Constructing a region descriptor as a covariance matrix is
proposed in [9] and we adapt this idea to our method because
of the following reasons. First, the region information instead
of the point information is well represented by a region
descriptor, which is very important in region detection based
medical image processing, e.g., in computer assisted therapy
[7]. Second, the dimensionality representing the region fea-
tures by a covariance matrix is well reduced compared to
that of feature attributes in each point. For a given region P
of size | x k, the region descriptor is n(n+ 1)/2 dimension,
while using feature attributes in each point, the dimension
will be | x k x n. Finally, a region descriptor represented by a

covariance matrix is rotation and scale invariant, since each
element of the covariance matrix reflects the correlation of
the feature attributes.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

To evaluate the capability of our region descriptor,
experiments on both similarity metric measurement and
region detection are performed on CT and MR (T1, T2
and PD) images. In our experiments, CT and MR (T1, T2
and PD) images were downloaded from BrainWeb database
(http://public. kitware.com/pub/itk/Data/BrainWeb/), = RIRE
database (http://www.insight-journal.org/rire/download.php),
and IXI database (http://biomedic.doc.ic.ac.uk/brain-
development/index.php?n=Main.Datasets).

A. Evaluation Criteria

Our proposed region descriptor is applied in multi-modal
image detection and registration, and is assessed in terms of
distance metric [10] and our proposed cost function (CF). A
region descriptor represented by the covariance of the region
feature attributes does not lie in Euclidean space, and thus
it is not suitable to be evaluated with Euclidean distance. In
this paper, for multi-modal region detection, the similarity of
region descriptors is measured by a distance metric [10]

9(D;1,D3) = Zan)\i(DlaD2) 3)
i=1

where D, and Dy represent two region descriptors and are
symmetric covariance matrices, {\;(D1, D2)} are the
generalized eigenvalues of Dy and D .

Multi-modality image registration is to optimize the cost
function. When the cost function is minimized, the two
images are best aligned. For the first image I; , we use
a w X h window to slide on it with the slide distance on
z direction as w X ratiox (ratiox is called sliding ratio,
and 0 < ratior < 1) and the slide distance on y direction
as h x ratioy (0 < ratioy < 1). Assuming the first
image is cropped into NN regions by the sliding window,
then the region descriptors calculated from Section II and
Section III can be represented as D11, D1s,...D1n . In the
same way, the N region descriptors in the second image I
are represented as Daq, Do, ...Don. Based on our region
descriptor and the distance metric in (3), we propose a cost
function to measure the similarity between different images
and define it as

i=1..n

N
CF(I1,I,) = > g(Dyi, D) )
i=1
B. Results on Similarity Measurement between Multi-
modality Images

Experiments on T1, T2, and PD weighted MR images
as well as CT images from RIRE database are conducted
to validate the effectiveness of our cost function based on
the proposed region descriptor. MR images are first rotated
+15° or translated £20mm, and then the similarity between
the transformed MR images and original CT images are
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Fig. 1. Profiles of similarity measures between rotated or translated T1,
T2, PD weighted images and original CT images. (a)-(c) corresponds to the
profiles of the proposed CF between CT images and respectively T1, T2 and
PD images when a rotation of is first performed on T1, T2 and PD images,
while (d)-(f) shows the profiles of the proposed CF when a translation of
is performed.

-5 DegreeQ 5 10 15

measured in terms of our proposed cost function, the profiles
of similarity measures are shown in Fig. 1. It is observed that
a minimum (which indicates the best alignment) is obtained
when the rotation angle is 0° or the translation is about
0 ~ £1mm, which validate the effective of the proposed
cost function as well as our region descriptor. Experiments
on T1, T2, and PD MR modalities from BrainWeb database
are also conducted, and the minimum of CF (which indicates
the best alignment) also achieves when the rotation angle is
0° or the translation is about 0 ~ +1mm.

C. Results on Multi-modality Region Detection

TABLE I
STATISTIC RESULTS ON ACCURACY RATE OF 20 RANDOMLY CHOSEN
SUBIJECTS

STiding window size | 50x44 | 30x30 | 22x22
Tty |_R=05 | 967% | 787% | 537%
- R=1 100% | 92.7% | 81.9%
R=05 | 984% | 89.4% | 64.9%

T1-PD R=1 100% | 97.7% | 90.1%
R=05 | 95.0% | 973% | 92.4%

T2-PD R=1 T00% | 99.9% | 983%

For multi-modal region detection, we conduct experiments
on 20 subjects randomly chosen from the IXI database,
and each subject includes T1, T2, and PD weighted MR
modalities, which are registered between each other using an
algorithm from ITK. The registered images are divided into
N regions (see Section IV-A) and then corresponding regions
in different images are detected using our region descriptor.
Table I gives the statistic results on accuracy rate with sliding
window size from 22 x 22 to 50 x 44 and sliding rate from
0.5 to 1. It is observed that regions in different images are

Fig. 2. Profiles of similarity measures between rotated or translated T1,
T2, PD weighted images and original CT images. (a)-(c) corresponds to the
profiles of the proposed CF between CT images and respectively T1, T2 and
PD images when a rotation of is first performed on T1, T2 and PD images,
while (d)-(f) shows the profiles of the proposed CF when a translation of
is performed.

well detected when the size of sliding window is larger than
22 x 22, and that, the size of the sliding window is larger,
the accuracy ratio is higher.

Also noticed that the accuracy rate is low when the
window size is 22 x 22 and ratio is 0.5. This is caused by
three reasons. First, when the ratio is 0.5, 8 neighbor regions
will include more than one fourth of the same elements
with the current region, and thus these neighborhood regions
are easily to be confused. Second, when the window size
is small, the black region (which is not interesting around
the brain image shown in Fig. 2) will be a disturbance to
region detection since they are nearly same. Finally, there
is redundancy in Gabor attributes, and this may reduce
the distinctiveness of attribute representation and the region
description, and subsequently leads to ambiguities in the
following region detection. We have proved by experiments
(which are not shown in this paper) that the accuracy rate can
be improved by reducing the redundancy of Gabor attributes.
Fig. 2 shows two examples of region detection on T1 and
T2 images when the regions are chosen on PD images.

V. CONCLUSION

In this paper, we propose to combine Gabor filters with
gradient filters to extract the feature attributes of multi-
modal medical images and then use the covariance matrix
to describe a new region feature. Based on the proposed
region descriptor, we construct a cost function by calcu-
lating the similarity of the regions using the generalized
eigenvalues of two region descriptors. The minimum of
the constructed cost function indicates the best alignment
of different modality images, which is the basis for image
registration. Experiments demonstrate the feasibility of our
proposed region descriptor in multi-modal image registration
and its effectiveness in region detection. Our future work is
to compare our region descriptor based registration approach
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with the latest non-rigid registration algorithms in multi-
modal imaging.
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